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Abstract—Mobile Ad-hoc Network (MANET) characterized with high mobility and very limited resources. Such network requires a very high reliable routing protocol to be compatible with its limitations. In position-based routing protocols for MANET, each node chooses the next relay node for packet routing solely from its neighbours’ matrix (NLM). The lifetime of neighbours’ entry in NLM matrix relates to beacon interval and timeout interval. Inaccurate information of NLM matrix may lead to a wrong selection decision, which can have devastating consequences on MANET resources. Thus, the freshness of the information in a node’s NLM matrix is in high demand. This paper presents an intelligent dynamic fuzzy logic controller refreshment period of entries in neighbourhood matrices (IFPE) scheme. The IFPE algorithm utilizes neighbour’s Residual Lifetime of Links (RLT) in the fuzzy logic controller as an input, and the called neighbour expire entry life-time (ELT) as an output. Simulation results show that IFPE algorithm keeps neighbourhood matrices consistent, which achieve considerable improvement for position-based routing protocols performance.

Index Terms— Networks, Mobile Ad-hoc Network, Position-based Routing, Residual Lifetime of Links, Entry life-time.

I. INTRODUCTION

Mobile Ad-hoc Networks MANETs are networks formed without a central administration. They consist of mobile nodes in the fly [1,2,3,4]. Due to the limited radio transmission range of wireless devices, such nodes, can communicate directly if they are within the transmission range of each other, otherwise they will indirectly communicate by using intermediate nodes [5,6,7]. In MANET all nodes participate in the routing and data forwarding process [8,9].

As a node joins MANET it has to announce its presence by emit HELLO message for all of its neighbours in its transmission range. Also, it should start building its own neighbours matrix to efficiently communicate with the others. The building of a node’s neighbour's matrix is totally depended on the received HELLO messages from the neighbourhood. To improve routing protocol efficiency, the entries in the neighbours’ matrix should be checked periodically by a node to be sure that it does not contain stale entries [10,11]. Also to solve the outdated entries problem, the frequency at which an entry is considered as stale one should be tuned, and not be considered as a fix pre-specified time. In this paper, we present an intelligent dynamic fuzzy logic controller refreshment period of entries in neighbourhood matrix (IFPE) as an extension to Greedy perimeter stateless routing protocol (GPSR) [12]. IFPE Algorithm adapts dynamically the residual link lifetime of neighbours in a node’s neighbours’ matrix.

The outline of this paper is as follows. In Section II, we present the related works. In Section III, we introduce and describe the proposed technique IFPE, while in Section IV; we describe the simulation environment. In Section V we crop the results and discuss them. Lastly, we conclude this work with a small hint for future works in Section VI.

II. RELATED WORK

The neighbours’ matrix is checked periodically by a node to update (add/delete) it. A node considers all others nodes in its neighbours’ matrix as active neighbours and thus, a link between them is active. In the literature, researchers as in [13,14,15] use a fixed interval time to remove a neighbour from a nod’s neighbour matrix in the case of no reception of a HELLO message. In those works the neighbours’ expire entry life-time is set as three times of the HELLO message frequency period (FBIT). Such pre-specified period of time is in sufficient for adaptively follow the dynamic environment of MANET. Moreover, it degrades the performance of the underlying routing protocol used by participating nodes to accomplish the communication task with each other.
The expiry entry lifetime of neighbours is much related to the frequency of emitting HELLO messages interval time \((FBPIT)\). In the state of the art researchers adapt several algorithms to adaptively estimate \(FBPIT\). Chen et al. [16] proposed Adaptive Position Update (APU) strategy, which used mobility prediction rule to estimate the accuracy of the position information and to adapt the \(FBPIT\) accordingly. Saqour R. et al. [17] proposed fuzzy Hello Interval method to adjust the time between the transmissions of beacon packets. They proposed Fuzzy logic-based dynamic beaconing (FLDB) controller in order to overcome the drawbacks of periodic position information and to adapt the strategy, which proposed Adaptive Position Update (APU) in the ad hoc position-based routing protocols. Chou et al. in [18], proposed an approach for beacon-based geographic routing, where the mobile nodes dynamically adjust their beacon intervals based on their speed of movement. J. Tang, et al., in [19], presented an adaptive beacon exchange algorithm. Authors gave a computable method to adjust the beacon interval according to node speed and relative position. S. Bai, Z. Huang, and J. Jung in [20], presented a mobility predication-based dynamic beacon strategy \((BCF)\). When executing \(BCF\) a node can decide the beacon sending period value according to its direction and speed. As we can noticed here that several works have been proposed to adapt the frequency of the HELLO message in \(MANET\), but none of them adapts the \(ELT\) of entries of nodes in neighbour's matrix.

### III. INTELLIGENT DYNAMIC FUZZY LOGIC CONTROLLER REFRESHMENT (IFPE)

The lifetime of the entries of a neighbour in a nod's neighbours' matrix is very important and may severely affect the performance of position based routing protocol. Consequently, routing failures is proportional to the inappropriate decision of removing a neighbour’s entry from a node’s neighbours’ matrix. Our proposed IFPE aims to adapt dynamically the lifetime of entries in neighbourhood matrix according to \(RLT\) of neighbours. If \(RLT\) of a neighbor is high, then the \(ELT\) will be high too and vice versa.

#### A. IFPE Overview

With traditional position-based routing protocols a node set its timer to send HELLO message according to \(FBPIT\). The received node keeps the information of the HELLO packet in its neighbours’ table. With our proposed scheme, we make some alteration for the HELLO packet as shown in Table 1 below. Moreover, some alteration is done for the neighbours' table as shown in equation 1, and it is re-named as neighbours’ matrix.

| TABLE I HELLO MESSAGE STRUCTURE |
|-------------------|-----------------|-----------------|
| 1                | 2               | 3               |
| ID1              | \(x\) \(y\) vel. acc. dir. | \(FBPIT\) \(t_s\) |
| \(x_i\) \(y_i\) | \(v_{ix}\) \(a_{ix}\) \(\theta_{ix}\) | \(t_0\) |

As depicted in TABLE I, HELLO message holds the following fields. Node's address ID, Nodes' identity with updating sequence number \(ID_t\), the geographical position of the node as \((x,y)\) coordinates, velocity \(v\), acceleration \(a\), motion direction \(\theta\), \(FBPIT\) Interval Time \(t_s\), beacon sending time \(t_0\).

As depicted in equation 1, \(NLM\) contains all HELLO message information for each neighbour, adding the instant time \(t_i\) that the node receives the HELLO message. Also the received node adds \(RLT\) and \(ELT\) value for each neighbor. This addition is done after a node received HELLO packet and calculates \(RLT\) and run IFPE algorithm to find out \(ELT\). The numbers of neighbours sent HELLO messages are equal to the rows' number of \(NLM\) matrix.

#### B. ELT Calculation Using Fuzzy Logic

Recall from the state of the art, many routing protocol parameters in \(MANET\) adaptively optimized by using the fuzzy logic controller. Fuzzy controller assists to determine more accurately and dynamically of those parameters. Thus, using fuzzy logic is promises to adapt the neighbour expire entry life-time \((ELT)\) based on its \(RLT\).

To adapt the neighbor expiry entry life-time \(ELT\), in this section fuzzy logic controller is used. This adaption achieves a good balance between acceptable \(ELT\), and \(RLT\). An \(IFPE\), as a \(FLC\) approach to adapt the neighbour \(RLT\) is utilized as crisp input and \(ELT\) period time as a crisp output. Nodes have high \(RLT\) will stay more time in each other transmission range, thus \(ELT\) will be high and vice versa. Fig. 1 shows the FLC for \(IFPE\) approach.

![Fig. 1. FLC for IFPE](image)

#### C. Residual Lifetime of the Link between Two Nodes Identification

In mobile ad hoc network pair of nodes \(i\) and \(j\) can be directly communicate if the maximum distance between them less than transmission range \(R\). The actual distance \((d_{ij})\) between them can be calculated by using the positions of the two nodes. Link life-time or link expiration time between nodes \(i\) and \(j\) can defined as the maximum time of connectivity between the two nodes before one of them leave the transmission range of the other node [21]. In this work, link expiration time between nodes \(i\) and \(j\) is define as residual...
lifetime of the link between the two nodes. As shown in Fig. 2, it assumed that nodes i and j are neighbours. Also, it assumed that the current information of node j as reported in the latest HELLO message for node i is \((x_i', y_i', v_i', a_i', \theta_i')\) at time t. At the same time the node-self information is \((x_i, y_i, v_i, a_i, \theta_i)\). For node i, and, \(RV_i^j(y)\) is node’s j relative velocity in the y-direction for node i, \(v_i\) and \(v_j\) are the velocity of nodes i and j respectively, \(\theta\) and \(\phi\) are the motion direction of nodes i and j respectively.

Rearranging algebraically of Equation 2, leads to the result;

\[
RLT_i^j(t) = \frac{R - des_j^i(t)}{RV_j^i(t)}
\]  
(2)

Where, \(RLT_i^j(t)\) is the residual lifetime of the link between node i and node j at time t, \(R\) is the transmission range of the nodes, \(des_j^i(t)\) is the current distance between node i and node j at time t, and \(RV_j^i(t)\) is the magnitude of the relative velocity (speed and direction) between nodes i and j at time t. The distance between the two nodes i, and j can be estimated as in equation 3 bellows.

\[
des_j^i(t) = \sqrt{(x_i' - x_i)^2 + (y_i' - y_i)^2}
\]  
(3)

The relative velocity between the two nodes i, and j can be estimated as in equation 4 bellows.

\[
RV_j^i = \vec{V}_i + \vec{V}_j
\]  
(4)

The magnitude of the relative velocity is,

\[
RV_j^i = \sqrt{(RV_j^i(x))^2 + (RV_j^i(y))^2}
\]  
(5)

Where,

\[
RV_j^i(x) = (v_i \cos \theta - v_j \cos \phi)
\]  
(6)

\[
RV_j^i(y) = (v_i \sin \theta - v_j \sin \phi)
\]  
(7)

where, \(RV_j^i(x)\) is node’s j relative velocity in the x-direction.

Fig. 2. Communication relation and RLT of a link between pair of nodes

To estimate the RLT between the two nodes, work presented in [20] was adopted with some alteration, as shown in equation 2 bellows.

Owing the variation of the speed, or motion direction (velocity) of the neighbor, the RLT will be varying too. To specify the ELT of a neighbour, three possibilities were been considered:

1) If RLT period of neighbor j with node i is long, this means that it has approximately similar values of speed and motion direction with respect to node i. In such case, waiting time ELT for neighbor j will be long too. A very important thing to be noticed here is that if the velocity vectors of the two nodes are equal, the value of RV is equal zero. In such case the RLT period will goes to infinity.

2) If RLT period of neighbor j with node i is medium, this means that it has some different values of speed and motion direction with respect to node i. In such a case, waiting time ELT for neighbor j will be medium.

3) If RLT period of neighbor j with node i is low, this means that it has high different values of speed and motion direction with respect to node i. In such a case, waiting time ELT for neighbor j will be short.

In this paper the used velocity range is [1, 40] m/s, and thus, the maximum and minimum magnitude of the relative velocity between two nodes is 80, and 2 respectively. Furthermore, the used transmission range is fixed for all participating nodes (R=250 m). And thus, the RLT range with maximum magnitude of the relative velocity is [3.125s, 125s]. Also, the range of the RLT with minimum magnitude of the relative velocity is [0.0125s, 0.125s]. As a consequence, the total range of the proposed RLT is [0.0125s, 125s]. To map RLT range to [0, 1], as a normalization process, the following formula in Equation 999, is used.

\[
\mathcal{Z}_j^i(t_s) = \frac{(x - \min[0.0125s, 125s])}{(\max[0.0125s, 125s] - \min[0.0125s, 125s])}
\]  
(9)

Where, \(\mathcal{Z}_j^i(t_s)\) is the normalized value of the relative velocity magnitude between the nodes i, and j at time t. The nodes are fully connected if the \(\mathcal{Z}_j^i\) is 1 and likely out of transmission range of each other if the \(\mathcal{Z}_j^i\) is 0. Thus, high values of \(\mathcal{Z}_j^i\) gives an indicator for the high reliability value of communication via this neighbour.

IV. INTELLIGENT FUZZY LOGIC DECISION

As discussed earlier, the HELLO sending frequency is much related to the waiting time before a node deletes any neighbour’s entry from its neighbours’ matrix. From literature,
most researchers use the frequency from the interval \(LPBIT\) [1-10 s] second. Moreover, most of those researchers used the waiting time to be three times of the frequency sending (3*\(LPBIT\)). As consequence, the most-used waiting time is bounded in the interval [3-30 s] second. To cater for this research demand, the waiting time adjusted to being more realistic in the interval [1-40 s]. Thus, the neighbor has high \(\Delta_j\) will also have long \(ELT\) time. To estimate the \(ELT\) time index for a neighbor, the corresponding entry will be evaluated by the Inelegant Fuzzy Logic Controller \(IFPE\). The crisp input will be the \(\Delta_j\) of the neighbour. The crisp output from the fuzzy controller will be the \(ELT\) time index for that neighbor.

A. Fuzzify Input and Output Parameters

The fuzzifier maps the crisp data values to fuzzy sets and assigns degree of membership for each fuzzy set. Here \(\Delta_j\) is the crisp input and \(ELT\) time is the crisp output the linguistic values of inputs are normalized in the range from 0 to 1, and outputs in the range from 1 to 40 s.

B. Fuzzify Neighbours’ \(\Delta_j\) Input

Membership functions can have different shapes. Fig. 3 shows the assignment of degree of membership functions for input used in this work. The triangular membership function is used to represent the whole set of medium values. Z-shaped is used to represent the whole set of low values, and S-shaped is used to represent the whole set of high values.

<table>
<thead>
<tr>
<th>Range</th>
<th>Fuzzy sets</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.035-</td>
<td>Low</td>
<td>(lo)</td>
</tr>
<tr>
<td>0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08-</td>
<td>Medium</td>
<td>(md)</td>
</tr>
<tr>
<td>0.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>High</td>
<td>(hi)</td>
</tr>
<tr>
<td>0.965</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The fuzzy sets for the \(RLT\) input variable have the following names: low (\(lc\)), medium (\(m\)), and high (\(hc\)). Table 2 shows the assignment of range of membership functions for input \(\Delta_j\) variable. Hence, the \(\Delta_j\) is fuzzified between \(\Delta_j-min = zero\) and \(\Delta_j-max = 1\).

Equations 10 to 12 show the explicit formulas for \(\Delta_j\) membership functions.

\[
\Delta_j^{lo} = \begin{cases} 
1, & 0 < x < 0.035 \\
1 - 2 \left( \frac{x - 0.035}{0.45 - 0.035} \right)^2, & 0.035 < x \leq \frac{0.035 + 0.45}{2} \\
2 \left( \frac{x - 0.45}{0.965 - 0.45} \right)^2, & \frac{0.035 + 0.45}{2} < x \leq 0.45 \\
0, & x > 0.45 
\end{cases} 
\]

\[
\Delta_j^{md} = \begin{cases} 
0.08, & 0.08 < x < 0.5 \\
0.5, & 0.5 \leq x < 0.92 \\
0, & x \geq 0.92 
\end{cases} 
\]

\[
\Delta_j^{hi} = \begin{cases} 
0, & 0 < x < 0.55 \\
2 \left( \frac{x - 0.55}{0.965 - 0.55} \right)^2, & 0.55 < x \leq \frac{0.55 + 0.965}{2} \\
1 - 2 \left( \frac{x - 0.965}{0.965 - 0.55} \right)^2, & \frac{0.55 + 0.965}{2} < x \leq 0.965 \\
1, & x > 0.965 
\end{cases} 
\]

C. Fuzzify Neighbours’ \(ELT\) Value Output

Fig. 4 shows the assignment of degree of membership functions for output used for this work. The triangular membership function is used to represent the whole set of medium, low, and high values. Fuzzy sets for the \(ELT\) output variable have the following names: long (\(l\)), medium (\(m\)), short (\(s\)). Table 3 shows the assignment of range and membership functions for output \(ELT\) variable. Hence, the \(ELT\) is fuzzified between \(ELT-min = 1\) and \(ELT-max = 40\).

<table>
<thead>
<tr>
<th>ELT value</th>
<th>Fuzzy sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 - 18</td>
<td>Short (s)</td>
</tr>
<tr>
<td>8 - 32</td>
<td>Medium (m)</td>
</tr>
<tr>
<td>22 - 40</td>
<td>Long (l)</td>
</tr>
</tbody>
</table>

Fig. 4. Membership functions of ELT output variable

Equations 13 to 15 show the explicit formulas for \(\Delta_j\) membership functions.

\[ELT = \begin{cases} 
\frac{x - 0.0}{9 - 0.0} , & 0 \leq x \leq 9 \\
\frac{18 - x}{18 - 9} , & 9 \leq x \leq 18 \\
0, & otherwise 
\end{cases} \]

TABLE II
FUZZY SETS FOR I_1 input VARIABLE
<table>
<thead>
<tr>
<th>Range</th>
<th>Fuzzy sets</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.035-</td>
<td>Low</td>
<td>(lo)</td>
</tr>
<tr>
<td>0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08-</td>
<td>Medium</td>
<td>(md)</td>
</tr>
<tr>
<td>0.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>High</td>
<td>(hi)</td>
</tr>
<tr>
<td>0.965</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE III
FUZZY SETS FOR ELT output VARIABLE
<table>
<thead>
<tr>
<th>ELT value</th>
<th>Fuzzy sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 - 18</td>
<td>Short (s)</td>
</tr>
<tr>
<td>8 - 32</td>
<td>Medium (m)</td>
</tr>
<tr>
<td>22 - 40</td>
<td>Long (l)</td>
</tr>
</tbody>
</table>
D. Fuzzy Rules and Fuzzy Inference

Fuzzy inference uses the following proposed fuzzy rules to map the fuzzy $\mathcal{A}^j$ input sets mentioned above into fuzzy ELT output sets: Long, medium, and short.

RULE 1: IF $\mathcal{A}$ is high THEN ELT is long
RULE 2: IF $\mathcal{A}$ is medium THEN ELT is medium
RULE 3: IF $\mathcal{A}$ is low THEN ELT is short

Fuzzy inference evaluates all the three fuzzy rules (RULE 1 to RULE 3) and finds their antecedent part firing strength then applies this firing strength to the consequence part of the rules.

E. An Illustrative Example for IFPE

This sub-section explains the operations of FLC used for IFPE approach. In this example suppose that the estimated $\mathcal{A}^j$ basing on Equation 999 is 0.2.

Step 1. Fuzzify the inputs: with this step the input $\mathcal{A}^j = 0.2$ is inserted as crisp input to FLC to determine the degree to which it belongs to each of the appropriate fuzzy sets via its membership functions. The Fig. 5 below shows how well the $\mathcal{A}^j = 0.2$ qualifies via its membership functions (low-connected, medium, and high-connected). In this example, the rating of $\mathcal{A}^j = 0.2$ produces corresponds to two membership functions: low-connected and medium with value 0.915 and 0.33 respectively.

Step 2. Apply fuzzy inference: After the $\mathcal{A}^j$ input fuzzified, the fuzzy inference evaluates all the three fuzzy rules (RULE 1 to RULE 3) and find their antecedent part firing strength (membership functions values) then apply this firing strength to the consequence part of the rules. For example, in the input $\mathcal{A}^j = 0.2$, two rules will be fired (Rule 1 and Rule 2) with antecedents’ firing strength equal to 0.915 and 0.33 respectively as shown in Fig. 6. The fuzzy inference then applies those values (0.915, 0.33) to the consequence part to find the firing strength of each rule.

Step 3. Defuzzify the outputs: in this step, all the fuzzy sets that represent the outputs of each rule are aggregated into a single output fuzzy set and then the single output fuzzy set will be defuzzified to get a single output value. As shown in Fig. 7, all the output ELT fuzzy sets which obtained from applying fuzzy inference in step 2 are aggregated to obtain a single output ELT fuzzy set. After that, the weighted average defuzzification method is applied to get a single output ELT.

V. PERFORMANCE ANALYSIS OF THE PROPOSED GPSR-IFPE

A. Simulation Environment

The simulations were conducted using Ns2 version 2.33. The GPSR protocol is utilized as the underlying routing
protocol. With the conventional GPSR the FBPIT interval and the ELT interval are set to 3s and 9s (3*FBPIT) respectively. The nodes move according to the Boundless mobility model. The fuzzy logic system has been coded using C++. Centroid was chosen as the defuzzification method [22]. All simulation results have been averaged over 10 simulation runs and include 95 percent confidence interval data.

The simulation network area is rectangle of 2500 m × 2000 m, with 250m nodes’ transmission range. We use the MAC layer protocol 802.11 DCF RTS/CTS. Bandwidth (Bw) set to standard value of 2 mbps. Traffic model uses Continuous Bit Rate (CBR) traffic sources. Traffic sources transmit data at a fixed data rate of 5 packets/s. Data packet size set to standard values 512 bytes and beacon packet size is 64 bytes. Node queue size set to standard size of 50 packets and node’s queue uses First-In-First-Out (FIFO) policy. The simulation for each scenario is executed in a period of 1200, seconds, and to avoid the effect of initializing and ending, we only gather the data between 800s – 1000s.

B. Simulation Scenarios

To study the effectiveness of IFPE approach in position-based routing protocols using FLC, a simulation study conducted varying node speed, number of nodes, and number of data traffics. Node speed 5, 10, 15, 20, 25, 30, 35, 40 m/s, number of nodes 25, 50, 75, 100, 125, 150, 175, 200 nodes, and number of data traffics 5, 10, 15, 20, 25, 30 flows are simulated. There are no obstacles and so nodes with transmission range can always communicate. The source and destination nodes were randomly selected among the nodes in the simulation scenario.

The reason why we use high-speed interval, various node density and different traffic load is to have a challenging scenario for the routing algorithms to show the goodness of the routing protocol under study.

C. Performance Evaluation Metrics

In this work’s simulations, we focused on selecting performance metrics that reflect the goal of the designed algorithm. For MANETs evaluation sake a vast discussion was stated in RFC 2501 [23,24]. In RFC 2501 a basic fundamental consideration about routing protocol performance issues and evaluation were discussed which we adopted in selecting this work performance metrics. Based on the proposed mechanisms to improve greedy, the performance evaluation metrics were carefully derived and stated below.

1) Packet Delivery Ratio:

Packet delivery ratio (PDR) represents the ratio between the number of packets originated by the CBR sources and the number of packets successfully received by the CBR sink at the final destination by the used routing algorithm as a function of node speed, number of nodes, and data traffics load. The PDR is computed as shown in equation 17.

\[
PDR = \frac{\sum \text{Number of received packets at destination node}}{\sum \text{Number of packets sent by source node}}
\]  

(17)

2) End-t-End Delay:

The End-To-End (E-2-E) delay metric is used to show the difference between the time a data packet is received by the destination \(T_D\) and the time the data packet is generated by the source \(T_S\) through the used routing algorithm as a function of node speed, number of nodes, and data traffics load. The E-2-E delay time includes; the buffer delay, node processing delay, the bandwidth contention delay at the MAC, and the propagation delay. To calculate E2E-D for one received packet at the destination side, equation 18 is used.

\[
E2E \text{ Delay} = T_D - T_S
\]  

(18)

Where, E-2-E Delay represent the delay time, \(T_D\) represent the time a packet is received at destination side, \(T_S\) represent the time a packet is sent from source side.

3) Nodes’ Neighbours Matrix Credibility:

To evaluate the goodness of the used routing algorithm, an investigation is done to show the ability of the compared routing algorithms to keep the consistency of node’s neighbours’ matrix. Node’s Neighbours Matrix Credibility (NMC) represents the ratio number of false neighbours remains in a node neighbourhood matrix (not removed yet) which already leaves its transmission range to the total number of a node’s entries in its neighbours’ matrix, as a function of node speed, number of nodes, and data traffics load. The NMC metric influence other metrics such as PDR and E-2-E delay when selecting wrong next relay node. And thus, in this aspect, the NMC metric is essential to show the routing algorithm reliability and efficiency. To explain this metric, suppose that the degree of node \(i\) is \([N(i)]\) defined as its entire neighbor in its transmission range. Also, suppose that the neighbors that are listed in the node’s i neighbours matrix is \(N^*(i)\). To calculate the NTC at time \(t\) the equation 19 bellow is used.

\[
NTC(i, t) = \frac{(N^*(i, t)) / (N(i, t))}{N(i, t)}
\]  

(19)

Where, \(N(i, t)\) is node i degree at time \(t\), \(N^*(i, t)\) is the number of neighbours listed in node i neighbours matrix at time \(t\), this metric is computed at specific instance time during simulation time (after starting the simulation and reach the steady state (i.e. at; 250s, 500s, 750s). At those selected time a snapshot for the simulation is taken to find the \(N(i, t)\) and the \(N^*(i, t)\). These two values were collected randomly for 10 nodes. The reason why, because in any experiment and after reaching the steady state the collected information for any node in the environment should show same result since all participating nodes works under same conditions as related for each scenario. Next, we used the equation mentioned above to calculate NTC.

VI. Simulation Results

A. Packet delivery ratio

Fig. 8 shows the performance analysis of the achieved packet delivery ratio as a function of node moving speed for the GPSR and GPSR-IFPE. The result shows that GPSR-IFPE is much better than the GPSR protocol. This is because that GPSR needs to retransmit data packets that are lost due to
the node’s mobility. As node’s mobility increases, the topology will change fast too. As topology change very fast, because using FBPIT, the position information of the neighbours in NLM matrix will become stale very fast. Selecting one of these stale neighbours as a next relay node will result in sending the data packet to inaccurate position that causes the packet to be dropped. On the other hand, with GPSR-IFPE, using fuzzy logic is adaptively and dynamically updates the ELT in a node’s NLM matrix based on neighbours’ mobility changes. GPSR-IFPE achieves more 95.4% in the packet delivery ratio due to the IFPE algorithm that increases the accurate information in a sender’s NLM and avoids routing the data packet to inaccurate neighbours.

Fig. 9 shows the performance analysis of the achieved packet delivery ratio as a function of the number of nodes. The figure shows that GPSR-IFPE is much better than the GPSR protocol. When using GPSR and as the a sender’s degree increases the number of outdated neighbours in its NLM increase too, and thus the probability to select one of these outdated neighbours as the next relay node will increase too. Selecting one of these stale neighbours as the next relay node will result in sending the data packet to inaccurate position that causes the packet to be dropped. On the other hand, with GPSR-IFPE using fuzzy logic make the ELT of the neighbours in node’s neighbours’ matrix will be adaptively and dynamically update regardless of the sender’s degree. GPSR-IFPE achieves more 92% in the packet delivery ratio due to the IFPE algorithm that increases the accurate information in a sender’s NLM and avoids routing the data packet to inaccurate neighbours.

Fig. 10 shows the performance analysis of the achieved packet delivery ratio as a function of data traffics. For both protocols, as the number of flows increases, the number of packets in the network to be rerouted increases too. This increment in the traffic results congestion at the center of the network that increases the probability of packet loss. Thus for both protocols as the number of flows increases this means more packet loss. Another thing to be mentioned that while using GPSR, the used outdated neighbours as next relay nodes will significantly increase which increase the dropped packets. On the other hand, while using GPSR-IFPE, since the information of the neighbours in any node’s NLM is always accurate, thus the routed packet will be correctly reached their final targets. And thus, GPSR-IFPE protocol achieves the highest packet delivery ratio.

B. End-To-End Delay

Fig. 11 shows the average end-to-end delay in GPSR and GPSR-IFPE protocols as a function of node speed. The figure shows that GPSR-IFPE significantly decreases the average end-to-end comparing to GPSR. The reason why refer to the fact that when using GPSR and as the neighbours’ mobility increases the number of outdated neighbours in a sender NLM increase too. During packet routing, the sender node selects a neighbour for the next hop. If an outdated neighbouring node is selected as the next relay one, the routed data packet will be lost. As a consequence, the sender node will retransmit the lost packet again up to 7 times, this will increase the delay since during those retransmission the data packet is buffered for extra time. After several retransmitting for routed data packet
to outdated neighbouring node, the MAC layer would report that the next hop is unreachable, causing the sender node to pick a different neighbour and reroute the data packet again which required another extra time resulting in a significant longer average end-to-end delay. On the other hand, as the nodes’ mobility increases while using GPSR-IFPE this will activate the IFPE algorithm functionality to track and remove the outdated neighbours in the senders’ NLM very fast and in a timely manner. As a consequence, this will decrease the number of outdated neighbours in the sender’s NLM. Therefore, the outdated neighbouring node can be avoided to be selected as the routing node compared to the GPSR. And thus, during packet routing, the sender node selects an accurate neighbour for the next hop from its NLM. GPSR-IFPE achieves less 95.4% in average end-to-end delay due to the IFPE algorithm that increases the accurate information in a sender’s NLM and avoids routing the data packet to inaccurate neighbours.
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**Fig. 11.** average end-to-end delay in GPSR and GPSR-IFPE as a function of node speed.
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**Fig. 12.** average end-to-end delay in GPSR and GPSR-IFPE as a function of the number of nodes.
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**Fig. 13.** average end-to-end delay in GPSR and GPSR-IFPE as a function of data traffics.

Fig. 12 shows the average end-to-end delay in GPSR and GPSR-IFPE protocols as a function of the number of nodes. The figure shows that GPSR-IFPE significantly decreases the average end-to-end comparing to GPSR. The reason why refer to the fact that when using GPSR and as the sender’s degree increases the number of outdated neighbours in its NLM increase too, and thus the probability to select one of these outdated neighbours as the next relay node will increase too. If an outdated neighbouring node is selected as the next relay one, the routed data packet will be lost. This will incurs more delay to buffer the data packet during retransmission time and during selecting new next relay node resulting in a significant longer average end-to-end delay. On the other hand, as the sender’s degree increase while using GPSR-IFPE the IFPE algorithm track and remove the outdated neighbours in the senders’ NLM independent of sender’s degree. As a consequence, this will decrease the number of outdated neighbours in the sender’s NLM. Therefore, the outdated neighbouring node can be avoided to be selected as the routing node compared to the GPSR. And thus, during packet routing, the sender node selects an accurate neighbour for the next hop from its NLM. GPSR-IFPE achieves less 92.2% in average end-to-end delay due to the IFPE algorithm that increases the accurate information in a sender’s NLM and avoids routing the data packet to inaccurate neighbours.

On the other hand, while using GPSR-IFPE, since the information of the neighbours in any nod’s NLM is accurate, this result fewer ratio averages end-to-end delay compared with using GPSR.
C. Nodes’ Neighbours Matrix Credibility

Fig. 14 shows the Nodes’ Neighbours Matrix Credibility NMC ratio in GPSR and GPSR-IFPE protocols as a function of node speed. As nodes mobility increase under using GPSR routing protocol, the number of outdated neighbors in a node’s NLM matrix is increased and thus, the ratio NMC is increased too. The reason behind this increment that while nodes moving through the transmission range of a node will not send a beacon message because of using FBPIT, which bounded the ELT of entries for fixed interval time.

However, by using GPSR-IFPE protocol, the number of outdated neighbors in NLM matrix is much lower and the ratio NMC seems to be stable. The reason is referred to the fact that nodes using GPSR-IFPE protocol move the outdated entries of its neighbours relaying on residual link lifetime between the communicating nodes regardless the interval of FBPIT. As we can see, the GPSR-IFPE protocol shortens the NMC by 93.4 percent compared to GPSR routing protocol.

Fig. 15 shows the Nodes’ Neighbours Matrix Credibility NMC ratio in GPSR and GPSR-IFPE as a function of the number of nodes. In both protocols as the number of nodes increases with the same network area the number of a node’s degree increase too.

As shown in the figure, in GPSR, when the nodes’ degree increases; the number of the detected outdated neighbours in nodes’ NLM matrix increases too. This is because deleting the neighbour’s entry is only based on the sending frequency of the HELLO packets.

However, the figure shows the effectiveness of GPSR-IFPE protocol; the number of outdated neighbors in nodes’ NLM matrix is much lower and the ratio NMC seems to be stable. The reason is referred to the fact that nodes using GPSR-IFPE protocol move the outdated entries of its neighbours more quickly relaying on residual link lifetime between the communicating nodes regardless the increment in a node’s degree. As we can see, the GPSR-IFPE protocol shortens the NMC by 95.3 percent compared to GPSR routing protocol.

VII. CONCLUSIONS

In this paper, we first shortly mentioned the possible reasons that result inaccurate node’s neighbors matrix in position-based routing. An inaccurate node’s neighbours’ matrix improved the risk of false routing decision make,
which consider a major source of delay and packet loss. In the literature ELT is normally set to a multiple of the beacon interval sending time, which is not adaptive and impractical method. In this paper we showed through simulation results that when we adaptively optimized the ELT to be proportional to RLT, the risk of outdated neighbor entries is completely reduced. In every nod’s neighbours’ matrix, RLT is estimated based on the relative velocity (speed and direction) between both nodes. Basing on RLT a node runs IFPE to estimate the neighbour ELT and added it as another part of the entry for this neighbour. The ELT timer helps in determining the neighbour’s existence in a node’s transmission radius. By accomplish this, the neighbours’ matrix can be consistence and more efficient, so that the success rate of the enhanced routing protocol is improved, through executing correct forwarding decisions.

To the best of our knowledge, all proposed works in the state of the art use a simple time outdated-based strategy with pre-specified fix time. Thus, if ELT is optimized as proposed in this work, the performance of position-based routing protocol could be easily improved significantly. From the result and analysis, we are now looking into further enhancement to the position-based routing protocols with an adaptive beaconing strategy.
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